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Decision/action requested

It is proposed to approve the technical aspects in the paper
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3.
Federated Learning security vulnerabilities 
With Federated Learning (FL) training model, an Application Server (AS) selects a set of UEs/devices to participate in a distributed training session. Every training session includes several training cycles. During each cycle, a set of UEs is selected by AS responsible for training a global model. 

Federated learning introduces potentially more serious threats than the regular AI/ML: clients, who previously acted only as passive data providers, can now access the intermediate model it received and submit updates to be aggregated into the global model as part of the federated learning process. This creates an opportunity for malicious clients to manipulate the training process with little restriction. In particular, adversaries posing as honest clients can send erroneous updates that maliciously influence the properties of the trained model, which is known as model poisoning. 
The uploaded model by AI/ML client can contain privacy info of the training UE, and the downloaded aggregated model for the next training cycle can contain privacy info of other UEs. Therefore, the KI is to provide a mechanism to screen the intermediate model in both directions.

4. The 5GC System capabilities needed to mitigate the security risk

4.1 Visibility

Since the AS is unable to view client training data and does not have a validation dataset, the server cannot easily verify which client data updates are genuine. In general, there are two types of attacks described in [yy], poisoning attacks which include data poisoning attack and model poisoning attack, and Byzantine attacks which include Gaussian attack, Omniscient attack, and Flip bit attack. 

In addition, for the intermediate model that has already been aggregated by the local node in the 5GC, there is no way for the AS to detect which element that was part of the aggregated model is the source of the threat or violation. Only the 5GC node has the visibility to best fit to perform such detection before the group aggregation.

4.2 Legal restriction
If the 5GC and the AIML AS are in different legal district with privacy information flow control, the privacy information in trained intermediate model by UEs in the 5GC cannot be sent to the AS in a different legal district by law. Therefore, the 5GC need capability to detect any privacy violation in the trained intermediate model before it can be sent to the AIML AS.

4.3 Distributed and hierarchical FL 

As a part of the AIML study, the following kinds of AIML operations are defined:

-
AI/ML operation splitting between AI/ML endpoints

-
AI/ML model/data distribution and sharing over 5G system

-
Distributed/Hierarchical/Federated Learning over 5G system

In above uses cases, the UE plays an intermediate node role that performs part of the AIML operations, e.g., relay, AIML operation split, aggregating over intermediate models from a group of UE.  For example (FL use case), AF selects the UEs and sends a request to the UEs for model transfer. The UE trains the model and provides interim training results to the group server and finally to the root server AF. The group server aggregates the interim results from a group/subset of the UEs and then sends the results to the root server AF that finally aggregates the parameters from different group servers and UEs and prepares the global model.

The security of such intermediate UEs becomes critical to guarantee successful and secure communication of the whole 5GC and AIML operation. In such cases, intermediate node in 5GC have to pre-process data and to perform security detection of threat and privacy violation of intermediate model submitted by UEs before locally aggregating into a consolidated model to be delivered to the next level aggregator. 
4.4 AS performance limitation

In a time sensitive AIML application, the AS doesn’t have resources to perform the security threat detection for intermediate models trained by large number of UE clients. It must offload the task to other NE, in which case, the 5GC is best fit for the task. 

5. Conclusion
3GPP system 5GC AIML infrastructure need to provide means to protect AIML operation.

